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1. Overview

This document explains how to set of a Linux system to install and operate the LOCK SS software.

The general outline of the setup processis as follows.

Procedure 1. Summarized setup process

1. Ingtall the operating system and configure storage volumes. See Section 3.
2. Install the LOCKSS software. See Section 4.

3. Configure the LOCKSS software. See Section 5.

4. Verify theinstallation. See Section 6.

Skip Step 1 if you are using an existing machine with a Linux operating system that can install packages
with rpm.

2. Checklist

This document uses symbolic placeholders for values that are relevant to your particular environment,
such as host names and |P addresses. See Table 1 and make a note of the values corresponding to your
situation. Example values are given for illustration purposes.

Table 1. Symbolic placeholders

Symboal ‘ M eaning

Basic network information
${ NODEHOST} ‘Thefully qualified host name of the LOCK SS node.
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Symboal M eaning
Example value: | ockss. myuni versity. edu
Y our value:
${ NODEI P} The IP address of the LOCK SS node.

Examplevalue: 192. 168. 1. 123

Y our value:

${ NODENETMASK}

The netmask of the LOCKSS node.
Example value: 255. 255. 255. 0

Y our value:

${ NODEGATEV\AY}

The IP address of the LOCKSS node's gateway .

Examplevalue: 192. 168. 1. 1

Y our value:
${NODEDNS1} | TheIP address of the LOCKSS node's primary DNS server.
Examplevalue: 8.8.8. 8
Y our vaue:
${ NCDEDNS2} Optional. The IP address of the LOCKSS node's secondary DNS server.
Examplevalue: 8. 8. 4. 4
Y our vaue:
Advanced network information (optional)
${ NODENATI P}  |Optiona. The external IP address of the LOCKSS node, if network address
trandation (NAT) isin use.
Examplevalue: 172. 31. 255. 1
Y our value:
${ PROXY! P} Optional. Thel P addressof aproxy the LOCK SSnodeisrequired to usefor outgoing
traffic.
Example value: 192. 168. 1. 100
Y our vaue:
${ PROXYPORT} |Optiona. The port number for the outgoing proxy at ${ PROXYI P} .
Example value: 8888
Y our vaue:
E-mail information
${ MAI LHOST} The host name of the mail relay the LOCK SS node uses.

Example value: snt p. myuni versity. edu
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Symboal

M eaning

Y our value:

${ MAI LUSER}

The user name for the mail relay at ${ MAI LHOST}, if applicable.
Example value: mai | user

Y our value:

${ MAI LPASS}

The password for the mail relay at ${ MAI LHOST}, if applicable.
Example value: mai | pass

Y our value:

${ ADM NADDR}

The e-mail address of the LOCKSS node's administrator.
Examplevalue: j smi t h@nyuni versity. edu

Y our value:

Web user interface information

${ USERNET}

User network accessing the Web user interface (Ul) of the LOCKSS node, in CIDR
notation. If the Web user interface is accessed from multiple user networks, thiswill
bealist.

Examplevalue: 192. 168. 1. 0/ 24

Y our value(s):

${ Ul USER}

User name used to access the Web user interface of the LOCKSS node.
Recommended value: | ockss

Y our vaue:

LOCKSS network configuration information

${ PLNCONFI G}

The URL of the LOCKSS network's configuration file. This value is given to you
by the administrator of the network's infrastructure server. If you are joining the
Global LOCKSS Nework (GLN), thevalueishtt p: // props. | ockss. or g: 8001/
daenon/ | ockss. xm .

Examplevalue: ht t p: / /i nfra. nybi gpl n. or g: 8001/ nybi gpl n/ | ockss. xm

Y our value:

${ PLNCODE}

A short code representing the name of the LOCKSS network. This value is given
to you by the administrator of the network's infrastructure server. If you are joining
the Global LOCKSS Nework (GLN), the valueis pr od.

Example value: nybi gpl n

Y our value:
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3. Setting Up the Machine

3.1. Hardware Considerations

Hardware considerations vary depending on the expected level of activity incurred by the node and the
expected cumulative size of the content to be preserved by the node.

We recommend a 64-bit dual-core CPU (quad-core preferred), with 8GB of memory (or more) and a boot-
capable CD or DVD drive. The machine can be a dedicated server or avirtua machine.

Note

6 Whether you choose a physical or virtual machine, we no longer recommend a 32-bit
architecture for new installations.

We recommend devoting one (preferably two) small disks (for instance solid-state disks) to the system
itself (boot partition, EFI system partition, swap partition, root partition), and bundling commodity hard
disksinto one or more arrays (with software RAID) for the node's storage. If you cannot devote one or two
disksto the system, you can aternatively dedicate amodest amount of space from thefirst storage array to
that function. The number and cumul ative capacity of the storage arrays depends on the expected size of the
content in the network to be harvested and preserved by the node. Initssimplest form, aminimal LOCKSS
node could consist of asingle array of disks, jointly housing a storage array and the system partitions, in
a 1U form factor. Some LOCK SS boxes house as many as sixty hard disksin a4U form factor.

For software RAID, we recommend RAID6 over RAIDS5. While RAIDS5 offers some protection against
failed disks, the data in the array becomes vulnerable while one disk in the array has failed and is being
replaced and repopulated. The datain a RAID6 array does not become vulnerable until two disksin the
array havefailed; if asingledisk inthearray fails, the datain the array isnot at high risk during the window
of time it might take to purchase, install and repopul ate a replacement disk.

Note in the planning of your storage needs that the disks providing redundancy to the array -- two per
array in RAIDG, one per array in RAID5 -- do not contribute to the total usable storage capacity of the
array. For instance, an array of six 4TB disks will yield 16TB of usable storage in RAIDS6, or 20TB in
RAIDS5, minusfile system overhead.

You can aso use remote storage, for example over iSCSI or NFS. For more information about these
options, contact <l ockss- support @ ockss. or g>.

You are encouraged to review your hardware configuration and ask any questions you might have prior
to installation by contacting the LOCK SS Team over e-mail at <l ockss- support @ ockss. or g>.

3.2. Installing the Operating System

For the operating system, we recommend CentOS 7, a flavor of Linux based on Red Hat Enterprise
Linux. See Appendix A for a CentOS 7 installation guide, with the following additional considerations
for Procedure A.1:

e In Step 12, you will need the networking-related values from Table 1 to set up the node's
networking interface: ${ NODEHOST} , ${ NODEI P}, ${ NODENETMASK} , ${ NODEGATEWAY} , ${ NODEDNS1} ,
and ${ NODEDNS2} .

* In Step 18, you will need to configure storage volumes. The recommended layout and procedure is
detailed in Section 3.3.
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3.3. Configuring Storage Arrays

Section last updated: 2018-09-09

For the node's storage, we recommend bundling disksinto arrays, preferably with RAI D6, otherwise with
RAIDS5. Under CentOS, we recommend the XFSfile system for these storage arrays, which should have
a single mount point each spanning the whole array. Historically in the LOCKSS system, storage mount
points have been named / cacheO0, / cachel, / cache2, etc. This simple layout isillustrated in Figure 1.
Only if you cannot dedicate one or two disks to the system partitions will thefirst storage array (/ cache0)
look different; see "Shared system array” and Figure 4 below.

Figure 1. Storage array
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Mount point: e.g. fcache1 €—— 3 Mount point: e.g. lcache1 €——— 3 Mount point: e.g. /lcache1 €———» in
File system: xfs File system: xfs File system: xfs
the

array

First disk in the array Second disk in the array Third disk in the array
e.g. sdi e.g. sdj e.g. sdk

Storage array

The system itself requires severa partitions: a boot partition (mount point / boot ), an EFI system partition
(mount point / boot / ef i ), aswap partition, and aroot partition (mount point / ). The EFI system partition
must use a FAT-compatible file system; CentOS recognizesthe/ boot / ef i mount point and assignsit the
file system type "EFI System Partition”. For the other system partitions, under CentOS we recommend
the XFSfile system.

We recommend allocating 512MB to both the boot partition and the EFI system partition. We further
recommend allocating twice as much as the machine has physical memory to the swap partition. If you
are dedicating one or two disks to the system partitions, the remainder of the system disk or disksis for
the root partition. If you are using a shared system array instead, you need to decide how much space to
allocateto the root partition. We do not recommend |l ess than 20GB of usable space (that is, 20GB on each
of the disksinvolved in the RAID1 array of the root partition).

We recommend the following layout, and offer two aternatives, in order of preference:

» Dedicated system array. Idedly, two small disks (for example solid-state disks) are bundled together
into asystem array. Thefirst disk in the array isthe boot device. It hasthe boot partition, the EFI system
partition, and the swap partition, with no counterparts on the second disk in the array. The remainder
of the first disk is devoted to the root partition, mirrored using RAID1 to its counterpart on the second
disk. Thislayout isillustrated in Figure 2.

» Dedicated system disk. Alternatively, asmall disk (for example a solid-state disk) is designated asthe
system disk. This disk is the boot device, and features the boot partition, the EFl system partition, the
swap partition, and the root partition. This layout isillustrated in Figure 3.

» Shared system array. If neither option is applicable, amodest amount of storage from the first storage
array can be devoted to the system partitions. Thefirst disk inthefirst storage array isthe boot device. It
has the boot partition, the EFl system partition, and the swap partition, with no counterparts on the other
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disks in the array. Then it features the root partition, mirrored to its counterparts on each of the other
disksin the array using RAID1. (Finally, the remainders of each disk in the array are bundled together
into the first storage partition.) Thislayout isillustrated in Figure 4.

Figure 2. Dedicated system array
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Figure 3. Dedicated system disk
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Figure 4. Shared system array
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In Appendix B, we present a procedure to configure storage arrays in CentOS 7. (For other operating
systems, refer to the usage manual for disk partitioning instructions.)
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4. Installing the LOCKSS Software

Oncethebasicinstallation of your Linux systemiscomplete, you areready toinstall the LOCK SS software.

The LOCKSS Team offers a basic integration script to perform pre-requisite system steps on CentOS 7.

Procedure 2. LOCK SS softwar einstallation

1

Install the wget utility and net-tools as root with this command:

sudo yuminstall wget net-tools
Follow the on-screen prompts.

In a working directory, for instance / t np, download the integration script from GitHub with this
command:

wget https://github. con| ockss/adm n-tool s/raw master/centos/install-1lockss-centos7.sh

Run the script as root:

sudo sh install-Iockss-centos7.sh

For each one of the storage mount points defined in Section 3.3, typically called/ cache0, / cachel,
I cache2, etc., do the following as root:

sudo nkdir /cache0/gamma /cachel/ gamma /cache2/ gamma . ..
sudo chown | ockss: | ockss /cache0O/ ganma /cachel/ gamma / cache2/ gamma . .
sudo chnmod 0750 /cache0O/ gamma /cachel/ gamma /cache2/ gamma . ..

This has the effect of creating a single directory in each called gamma (and setting permissions
appropriately).

The end result of this sectionisillustrated in Figure 5.

Figure 5. Result of integration script

[331:443... connected.
TTP request sent, awaiting response...

[Saving to: “install-lockss-centos?.sh’

-—.-Krs in B8.881s
7A17-86-87 23:58:32 (7.34 MBrs) - “install-lockss-centos?.sh’ saved [5157,51571

[thibPlocalhost ~1% sudo sh install-lockss-centos?.sh
Creating user lockss...
Creating user lcap...
Adding LOCKSS RPM repository...
Importing LOCKSS GPG key...
Installing software...
Please run -setc/lockss-shostconfig . See retcslockss/README for details.
* Enabling lockss service...
lockss.service is not a native service, redirecting to /sbhinschkconfig.
Executing ~/sbinschkconfig lockss on
* Enabling yum-cron service...
* Ad justing firewall...
lsuccess
Euccess
Done .
[thib@localhost ~15 _

If you encounter any difficulty during this process, contact <I ockss-support @ ockss. org> for
assistance.
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5. Configuring the LOCKSS Software

The next step isto configure the LOCK SS software by running the/ et ¢/ | ockss/ host confi g script as
root. The script asks a series of configuration questions. For many, avalue is suggested in square brackets;
you can accept it by simply hitting Enter.

Procedure 3. hostconfig procedure

1.

Run the following command:

sudo /etc/| ockss/ hostconfig
Y ou may be prompted for your password.

Enter the fully qualified host name of the machine, ${NooeHosT} and hit Enter. For instance, the
example valuein Table 1 would bel ockss. nyuni versi ty. edu.

Enter the IP address of the machine, ${Nopel P} and hit Enter. For instance, the example value in
Table 1 would be 192. 168. 1. 123.

Next you will be asked if the machine is behind Network Address Translation (NAT).

» If the machine is not behind NAT (common), smply hit Enter to accept the default value N
(for "no").

e If themachineisbehind NAT (uncommon):
e Enter Y (for "yes") and hit Enter.

« Enter the external |P address of the machine behind NAT (${ NoDenaTI P} ), and hit Enter. For
instance, the example value in Table 1 would be 172. 31. 255. 1.

Enter the initial list of subnets that should be granted access to the administrative user interface (Ul)
of the LOCKSS instance. The default value suggested in square brackets is the class C subnet the
machineiscurrently on. Typein the values{ userneT} , which can beasingle subnet, or alist of subnets
separated by semicolons (see Table 1). Hit the Enter key to validate your entry.

Note that this setting can be adjusted later in the administrative Ul without re-running the
configuration script.

Enter the desired LCAP port (the port over which the LOCKSS node will communicate with other
LOCKSS nodes). Unless you are doing something exotic like running multiple LOCKSS instances
out of asingle IP address, we recommend you hit Enter to accept the default value 9729.

Enter the desired proxy port (the port on which the LOCKSS node can run a Web proxy for certain
client IP addresses). We recommend you simply hit Enter to accept the default value 8080.

Enter the desired addministrative user interface (Ul) port (the port on which the LOCK SS node runs
its Web-based Ul). We recommend you simply hit Enter to accept the default value 8081.

Enter the host name of the mail relay for the machine, ${ v LHosT} and hit Enter. Using the example
valuein Table 1 you would enter snt p. myuni versi ty. edu.

10. Next you will be asked if the mail relay requires a username and password.

e If the mail relay does not require a username and password (common), hit Enter to accept the
default value N (for "no™).
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

e If themail relay requires a username and password (uncommon):
e Enter Y (for "yes") and hit Enter.

e Enter the username for the mail relay, s{mu Lusery and hit Enter. Using the example value
in Table 1 you would enter mai | user.

« Enter the password for the mail relay, s{m LPass; and hit Enter. Using the example value
in Table 1 you would enter nai | pass.

Enter the e-mail address of the administrator of the LOCKSS instance, ${ Apm NaDDRy and hit Enter.
Using the example value in Table 1 you would enter j sni t h@yuni versi ty. edu.

Enter the path to the Java executable (java). We recommend hitting Enter to accept the suggested
value derived by the system.

Enter any command-line switches you wish to pass to the Java executable. By default, this is not
necessary and you should simply leave the value empty and simply hit Enter.

Enter the URL of your LOCKSS network's configuration file, ${ pLncovri g . Only accept the default
value if you are joining the Global LOCKSS Network, otherwise enter the value supplied by your
LOCKSS network administrator. Using the example value in Table 1 you would enter http://
i nfra. mybi gpl n. org: 8001/ nybi gpl n/ | ockss. xn .

Next you will be asked if you require a proxy to access your LOCKSS network's configuration file.

e If youdo not require a proxy to access the configuration file (common), hit Enter to accept the
default value NONE.

« If you require a proxy to access the configuration file (uncommon), enter ${PROXYI P}:
${ PROXYPORT} and hit Enter.

Y ou will then be asked if you would like to enable the configuration failover feature.
e If you wish to enable the failover feature (recommended):
« Hit Enter to accept the default answer v (for "yes").

« Youwill then be asked the maximum age of the configuration failover file. Accept the default
value by hitting Enter.

e If you do not wish to enable the failover feature, enter N (for "no"), then hit Enter.

Enter the code name of your LOCK SS network, ${ pLncopg} . (The configuration script refersto it as
the preservation group name.) Enter the value supplied by your LOCKSS network administrator, or
if you are joining the Global LOCKSS Network (GLN), accept the default value pr od. Using the
example valuein Table 1, you would enter nybi gpl n.

Enter the list of gamma directories created in Procedure 2 Step 4, separated by semicolons, then
hit Enter to validate your entry. In the example machine used throughout this document, there are
two storage partitions, / cache0 and / cachel, so the correpsonding ganma directoriesare/ cache0/

gama and / cachel/ gamma, meaning you would enter the value / cache0/ ganma; / cachel/ ganma.

Enter the path of atemporary storage areafor use by the LOCKSS software. We recommend hitting
Enter to accept the suggested value, which will be derived from thefirst storage area (e.g. / cache0).

Enter the username of the main user of the LOCKSS node's administrative user interface (Ul),
${ U USER} , and hit Enter. Using the recommended value in Table 1 you would enter | ockss.
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21. Enter the password for the main user of the LOCKSS node's administrative user interface (Ul), and
hit Enter. Then confirm the password, again ending with Enter.

22. Veify that the configuration values you have entered are correct, and if so, hit Enter to accept the
default response Y (for "yes'). If avaueisincorrect, type N (for "no") and hit Enter to go back to
the beginning.

23. The configuration script will then create files and directories and perform other necessary tasks,
asking for confirmation at each step. The response Y (for "yes") is the default for each, so you can
simply hit Enter.

Representative screenshots of this interactive process are shown in Figure 6, Figure 7, Figure 8 and
Figure 9.

Figure 6. Screenshot of hostconfig (1)

[ jsmith@localhost ™15 sudo retcrlockss/hostconfig

oot is configuring

eth@: error fetching interface information: Device not found
OCK33 host configuration for Linux.

or more information see setcslockss-README

onfiguring for user lockss

ully gqualified hostname (FQDN) of this machine: [localhost.localdomain]l lockss.
yuniversity.edu

IF address of this machine: [1 192.168.1.123

Is this machine behind NAT?: [N]

Initial subnet for admin UI access: [192.168.1.8-241

LCAF U3 protocol port: [97291

PROXY port: [88881]

Admin UI port: [8B8811

ail relay for this machine: [localhost] smtp.myuniversity.edu
Poe=s mail relay smtp.myuniversity.edu need user & password: [N]
-mail address for administrator: []1 jsmithPmyuniversity.edu
Fath to jawva: [-sbinsjawval

ava switches: [1

onfiguration URL: [http://props.lockss.oryg:8881/daemon~lockss.xml]l http://infra
.mybigpln.org/mybigplnslockss.xml

onfiguration proxy C(host:port): [NONE]

nable config failover: [Y]

onfig failover max age: [1]

Preservation group(=): [prodl _

ail relay for this machine: [localhost] smtp.myuniversity.edu
Poes mail relay smtp.myuniversity.edu need user & password: [N]
-mail address for administrator: []1 jsmith@myuniversity.edu
ath to java: [-bin~javal

ava switches: [1

onfiguration URL: [http://props.lockss.oryg:8881/daemonslockss.xml] http:/rinfra
.mybigpln.org/mybigpln/lockss.xml

onfiguration proxy C(host:port): [HONE]

nable config failover: [Y]

onfig failover max age: [1]

Preservation group(s): [prod]l mybigpln

ontent storage directories: [1 rcacheBrsgamma:/cachels/gamma
emporary storage directory: [/cacheB/gamma~tmp]

ser name for web UI administration: [1 lockss

Fassword for web Ul administration user lockss: []

assword for web Ul administration (again): [1]

onfiguration:

OCKSS_CONFIG_VERSIDN=1
O0CKSS_USER="lockss"
OCKSS_HOSTHNAME=lockss .myuniversity.edu
OCKSS_IPADDR=192.168.1.123
OCKSS_EXTERNAL_IPADDR=
O0CKSS_U3_PORT=9729
0CKSS_ACCESS_SUBNET="192.168.1.8.24"

10
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Figure 8. Screenshot of hostconfig (3)

emporary storage directory: [scacheBrgamma-tmpl
ser name for web UI administration: []1 lockss
Fassword for web UI administration user lockss: [1]
Password for web Ul administration (againld: [1]

onfiguration:

OCKSS_CONFIG_VERSIDN=1

OCKSS_USER="1ockss"

OCKSS_HOSTNAME=lockss .myuniversity.edu
OCKSS_IPADDR=192.168.1.123
O0CKSS_EXTERNAL_IPADDR=

O0CKSS_U3_PORT=9729
OCKSS_ACCESS_SUBNET="192.168.1.8-24"
OCKSS_MAILHUB=smtp.myuniversity.edu
OCKSS_MAILHUB_USER=

O0CKSS_MATLHUB_PASSWORD=

OCKSS_EMAIL= jsmith@myuniversity.edu
O0CKSS_JAvA_CHMD=/bin/ java
0CKSS_JaAVA_SWITCHES=

0CKSS_JAva_HEAP=
OCKSS_PROPS_URL="http:/rsinfra.mybigpln.org/mybigplnslockss.
OCKSS_PROPS_PROXY="NONE"
OCKSS_PROPS_SERVER_AUTHENTICATE_KEYSTORE=""
OCKSS_CONFIG_FAILOVER_ENABLE=
0CKSS_CONFIG_FAILOVER_MAX_AGE=

OCKSS_ACCESS_SUBNET="192.168.1.8,24"

DCKSS_MAILHUB=smtp .myuniversity.edu

O0CKSS_MAILHUB_USER=

O0CKSS_MAILHUB_PASSWORD=

ODCKSS_EMAIL= jsmith@myuniversity.edu

O0CKSS_JAUA_CMD=rbins java

O0CKSS_JAVA_SWITCHES=

OCKS3_JaUa_HEAP=
OCKSS_PROPS_URL="http:s/rinfra.mybigpln.orgsmybigpln-slockss.xml”
OCKSS_PROPS_PROXY="NONE"

OCK5S5_PROPS_SERUVER_AUTHENTICATE _KEYSTORE=""
OCKSS_CONFIG_FAILOVER_ENABLE="Y"
OCKSS_CONFIG_FAILOVER_MAX_AGE=""

DCKSS_TEST_GROUP="mybigpln"
OCKSS_DISK_PATHS="rcacheBrsgamma;cachels/gamma"
OCKSS_ADMIN_USER=lockss

OCK3S_ADMIN_PA3SWD=3HA-256 :bcAb3ecbe9a9564b6468AceS5d2fad19d61f67abb56d2856c30873

O0CKSS_PROXY_PORT-8888
OCKSS_UI_PORT=8881
OCKSS_TMPDIR=rcacheB-gamma~tmp
OCKSS_CLEAR_TMPDIR=

0K to store this configuration: [¥] ¥_

If you encounter any difficulty during this process, contact <I ockss-support @ ockss. org> for
assistance.

6. Verifying the Installation

The hostconfig script sets up the LOCKSS daemon to start up when the system boots. Y ou can either
reboot the machine, or to cause the LOCK SS daemon to start right away, type this command:

sudo /etc/init.d/lockss start

From an |IP address on the machine's authorized subnet (${ USERNET} ), use a Web browser to access
http:// ${NODEHOST}: 8081 Or ht t p: / / ${ NODEI P}: 8081.

11
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A. Installing CentOS 7

Section last updated: 2017-05-10

CentOS 7 is a popular, enterprise-grade Linux distribution based on Red Hat Enterprise Linux (RHEL).
Visit the CentOS Web site at https.//www.centos.org/ for downloads, documentation, support, and more.

Figure A.1. CentOS Web site front page

4 CentOS Project x 8

& C [ & secure | hups/mwwwcentos.org | i

% CentOS ctrcentos  ABOUT-  COMMUNITY - DOCUMENTATION - HELP

Around CentOS News & Events Sponsorship

DEDICATED HOSTING
fom § 54.99

This section presents a guided overview of the CentOS 7 installation process.

Asof thiswriting, the latest CentOS 7 release is CentOS 7 Release 1611 (codename for November 2016).

9 Note
Although CentOS 6 will receive maintenance updates until 2020, it will only receive full
updates until mid-2017, so we no longer recommend it for new installations.

Severa variants are offered. The "Minimal" variant fits on a CD and does not install a graphical desktop
environment. The "DVD" and "Everything" variants do, but only the "DVD" variant fits on a DVD.
The "Netinstall" variant is the smallest to download upfront, and downloads software packages over the
network. Since a typical installation does not require many available packages, this variant is the most
efficient in total time spent downloading from the network, so we recommend it. The remainder of this
section iswritten in terms of the " Netinstall" variant.

Procedure A.1. Overview of CentOS 7 installation

1. Visit https://www.centos.org/download/.

12


https://www.centos.org/
https://www.centos.org/download/

LOCKSS Node Setup Guide

Figure A.2. CentOS Web site download page

4 Download Cent0S ~ x a

& > C | @ hips/www.centos.org/dovinlc t

& CentOS crcevros

Down[oad CentQS

e S Linux, the CentOS Proj

2. Click on “aternative downloads” or “More download choices’, which takes you to https.//
wiki.centos.org/Downl oad.

Figure A.3. CentOS Web site alter native downloads page

4 Download - Cent0S  x a

& C | & hups/iwikicentos.org/Downloac %

Contute | enangeios NS
Dourload s

Download CentOS Linux ISO images

Base Distribution

NOTE: CentOs is available free of charge. We do accept (non-financial) donations for improving, hosting and promoting CentOS. If CentOS is important to you, please support the long-term viability
of the CentOs project.

Centos  Minor Release  Release N
Linux D and DVD 150 Images Packages of-
release Email Notes
Version Life
7 centos (480
7 Rolling: ®DVD, ®Minimal, @ Everything, ®LiveGNOME, ®LiveKDE (® checksums) | Mirrors: ®x86_64 orpis ocentos June
ae11) orver (DI

centos |30 Nov.

01385 © ° @ cent
6 6.8 386 @x86_64 RPMs. Centos | g ppEL 2020

centos |31 Mar

®i386 © @ RPN @ cent
H 511 386 @x86_64 RPMs. Centos  orier  Maoiger

@ sha256sum information via an https source is provided in the Release Email or Release Notes link above. You can also use the sha256sum.txt.asc file located in any Cent0S directory with 1SO or
Cloud images. You should always verify your downloads before using.

< Bittorrent links are also available from the above links.
® Rolling builds are updated monthly.

® =+ please note Red Hat's policy on Production Phase 3 for ELS in the above support policy. Only those security updates deemed crucial are now being released upstream for EL5 (so also for Cent0S Linux
5) Please read this © Mailing List post for more details. The Cent0S team recommends that you start moving workloads from Centos-5 to Centos Linux 6 or Centos Linux 7.

AltArch Ralaacac o

3. In the row for CentOS version 7, click on “Mirrors. x86_64", which takes you to http://
isoredirect.centos.org/centos/7/isos/x86_64/.
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Figure A.4. CentOS Web site download mirror selection

[3 CentOS Mirror x a

¢ C | @ isoredect.centos.org/centos/7/sos/xB5_64 —

% CentOS

CentOS on the Web: Cent0S.org | Mailing Lists | Mirror List | IRC | Forums | Bugs | Donate

In order to conserve the limited bandwidth available .iso images are not downloadable from mirror.centos.org

The following mirrors should have the ISO images available:

http://mirrors.rit.edu/centos/7/isos/x86_64/
http://centos.denhost-engine.com/7/isos/x86_64/
http:/dist1.800hosting.com/centos/7/isos/x86_64/
http://mirror.cisp.com/CentOS/7/isos/x86_64/
http://mirfor.vtti.vt.edu/centos 7/is0s/x86_64/
http://repos.mia.quadranet.com/centos/7/isos/x86_64/

Jumb 64/
http://mirror.Ips.rocks/centos/7/isos/x86_64/
hitp://centos.sonn.com/7/isos/x86_64/
http://mirrors.tripadvisor.com/centos/7/isos/x86_64/
http://mirror. e > 64/
http://mirror.nostduplex.com/centos/7/isos/x86_64/

64/
http://mirrors.arsc.edu/centos/7/isos/x86_64/
http:/linux. mirrors.es.net/centos/7/isos/x86_64/
http://mirror.datto.com/CentOS/7/is0s/x86_64/
hittp://mirtor.cs.vt.edu/pub/CentOS/7/is0s/x86_64/
http://mirrors. xmission.com/centos|7/isos/x86_64/
http://mirror.net.cen.ct.gov/centos/7/isos/x86_64/
http://mirror.lax.hugeserver.com/centos/7/isos/x86_64/
http://mirror. pac-12.0rg/7/isos/x86_64/
http:/centos. mirrors.my2pro.com/7/isos/x86_64/
http:/centos. pymesolutionsweb.com/7/isos/x86_64/
http://mirrors.maine.edu/CentOS/7/isos/x86_64/
http:/centos. mirror.ndchost.com/7 /isos/x86_64/
http:/centos.chicago.waneq.com/7/isos/x86_64/
http:/reflector.westga.edu/repos/Cent0S/7/isos/x86_64/
tech

64/
http://centos-distro. 1gservers.com)7/isos/x86_64/
£ 64/

http:/centos.firehosted.com/7/isos/x86_64/
http://mirrors liquidweb.com/CentOs/7/isos/x86_64/
m 64/

Mirors Verified Wed Mar 8 00:18:07 2017 UTC
Or use bittorrent to download the .torrent files provided.

Rittarrent is a neer ta neer download svstem described at htto://bittorrent.com/ and there are manv clients available. o

4, Select amirror.

Figure A.5. CentOS Web site download mirror

[) Index of /7/isos/x86. x 8
€ C | ® miorpac-12.0rg/7/i05/x56.6 .
Index of /7/isos/x86_64
Name Last modified  Size Description

& Parent Directory. -

[£) 0_README.txt 08-Dec-2016 05:59 2.4K

[) Cent0S-7-x86_64-DVD-161L.is0 05-Dec-2016 05:57 4.1G

[#) Cent0S-7-x86_64-DVD-1611.torrent 08-Dec-2016 06:25 164K

[?) Cent0S-7-x86_64-Everything-1611iso  05-Dec-2016 05:57 7.7G

@ Cent0S-7-x86_64-Even -1611.torrent 08-Dec-2016 06:25 309K

[#) Cent05-7-x86_64-LiveGNOME-1611.is0  05-Dec-2016 06:11 1.2G

[?) Cent0S-7-x86 GNOME-1611 torrent 08-Dec-2016 06:25 47K
[3) Cent0S-7-x86_64-LiveKDE-1611.is0 05-Dec-2016 06:30 1.7G
[3) Cent0S-7-x86_64-LiveKDE-1611.torrent ~ 08-Dec-2016 06:25 67K
[?) Cent0s-7-x86_64-Minimal-1611.is0 05-Dec-2016 15:44 680M
[#) Cent0S-7:x86_64-Minimal-1611.torrent ~ 08-Dec-2016 06:25 27K

[?) Cent0S-7-x86 etinstall-1611.iso 05-Dec-2016 05:20 377M
[3) Cent0S-7-x86_64-Netinstall-1611.torrent  08-Dec-2016 06:25 15K
[£) shalsum.txt 08-Dec-2016 06:19 454
08-Dec-2016 06:20 1.3K
08-Dec-2016 06:13 598
ha256sum.txt.asc 08-Dec-2016 06:20 1.4K

Apache/2.2.3 (CentOS) Server at mirror.pac-12.org Port 80

5.  Savethe “Netinstall” 1SO image to your computer. There is also an option to download the image
as atorrent.

6. Verify the integrity of the downloaded 1SO image using the SHA-256 checksum provided on
the mirror. Genera instructions for how to do this on various platforms are provided at https://
wiki.centos.org/TipsAndTricks/sha256sum.

7. Burnthe 1SO image to a CD or DVD. Alternatively, you can perform the installation from a USB
key; see https://wiki.centos.org/HowTos/InstallFromUSBkey for details.
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8. Power the target machine on, such that it boots from the installation CD or DVD (or USB key).

9. Usethekeyboard arrowsto select Install CentOS Linux 7 (1), then hit Enter. The graphical installer
will then load.

Figure A.6. CentOSinstallation boot screen

CentDS Linux 7

Install CentDS Linux 7
Test this media & install CentD3 Linux 7

Troubleshoot ing

10. Select theinstallation language, for instance English _, English (United States), then click Continue.
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Figure A.7. CentOSinstallation language

%

WELCOME TO CENTOS LINUX 7.

El h

English

i =

11. Click on Network & Host Name.

CENTOS LINUX 7 INSTALLATION

Eus Help!

What language would you like to use during the installation process?

English (United States)

English (United Kingdom)

Afrikaans Afrikaans
- Amharic English (India)

English (Australia)
aspall Arabic English (Canada)
EaCiEl Assamese English (Denmark)
Asturianu Asturian English (Ireland)
Eenapyckas Belarukian English (New Zealand)
Bwnrapcin Bulgarian English (Nigeria)
ENGH Bengall English (Hong Kong SAR China)
Bosanski Bosnian English (Philippines)

N ) English (Singapore)
?atata Catalan English (South Africa)
Cestina Czech English (Zambia)
Cymraeg Welsh English (Zimbabwe)
Dansk Danish English (Botswana)

Quit

Figure A.8. CentOSinstallation network and host name

INSTALLATION SUMMARY

i

LOCALIZATION
DATE & TIME
Americas/New York timezone
LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE
Error setting up base repository 1

SYSTEM

Gl

INSTALLATION DESTINATION
Automatic partitioning selected

NETWORK & HOST NAME

Not connected
™

L1, Please complete items marked with this icon before continuing to the next step.

CENTOS LINUX 7 INSTALLATION

Eus Help!

KEYBOARD
English (US)

SOFTWARE SELECTION

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit

Begin Installation
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12. Configure network interfaces as necessary for the machine to have access to the Internet. Enter the
machine's fully-qualified domain name in the Host name box. Y ou can then turn an interface on and
off with the On/Off toggle, add interfaces with the + button, and configure a selected interface with
the Configure button.

The IPv4 Settings (or IPv6 Settings, if applicable) tab in the interface configuration dialog (shown
below) enables you to enter networking information, such asthe | P address, netmask, gateway, DNS
servers, and more.

When the machine is successfully connected, click Done in the top left corner.

Figure A.9. CentOSinstallation network and host name screen

NETWORK & HOST NAME CENTOS LINUX 7 INSTALLATION

Done Help!

/'a Ethernet (enpOs3) ‘7‘ Ethernet (enpOs3)
£~ Intel Corporation B2540EM Gigabit Ethernet Controller (PRO/1000 MT Daskt]

== Connected

Editing enp0s3

Connection name: | skl

General Ethernet 802.1X Security DCB IPv4 Settings IPv6 Settings
Method: | Automatic (DHCP) -
Addresses

Address Netmask Gateway Add

Delete
Additional DNS servers:
Additional search demains:

DHCP client ID:

Require IPv4 addressing for this connection to cemplete

Routes. ..
Cancel Save
+ = fiqure
Host name: | localhost.localdomain Apply Current host name:  localhost.localdomain

13. Click on Instalation Source.
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Figure A.10. CentOSinstallation source

INSTALLATION SUMMARY

%

CentOS LOCALIZATION

DATE & TIME

Americas/New York timezone
LANGUAGE SUPPORT

English (United States)

SOFTWARE

SYSTEM

INSTALLATION DESTINATION
Automatic partitioning selected

NETWORK & HOST NAME
Wired (enp0s3) connected

<

{14 Please complete items marked with this icon before continuing te the next step.

CENTOS LINUX 7 INSTALLATION

Eus Help!

KEYBOARD
English (US)

SOFTWARE SELECTION

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit Begin Installation

14. Click the On the network radio button, select http:// from the drop-down menu, and enter the
followinginto the adjacent text box: mi rr or . cent os. or g/ cent os/ 7/ os/ x86_64/ , so that theresult
ishttp://mrror.centos. org/centos/ 7/ os/ x86_64/ . Then click Done in the top left corner.
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Figure A.11. CentOSinstallation source screen

INSTALLATION SOURCE CENTOS LINUX 7 INSTALLATION
Which installation source would you like to use?
* Onthe network
hittp:// > || mirror.centos. org/centos/ 7os/x86_64/| ‘ Proxy setup
This URL refers to a mirror list. &
Additional repositories
+ | - @

15. If networking is set up properly and the installation source URL is entered correctly, the installer
will download package information from the network, and eventually the installation URL from
above (http://nmirror.centos. org/ centos/ 7/ os/ x86_64/) will be displayed under the label
Installation Source, and the warning icon will disappear.

«  If this process does not succeed, go back to the networking and installation source steps above
to establish a network connection and point to the installation mirror.

o If this process succeeds, click on Software Selection.
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Figure A.12. CentOS installation softwar e selection

INSTALLATION SUMMARY CENTOS LINUX 7 INSTALLATION

(S OCALIZATION

DATE & TIME KEYBOARD

Americas/New York timezone English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
http://mirror.centos.org/centos/7/0s/x86_64/ e
SYSTEM
INSTALLATION DESTINATION KDUMP
Automatic partitioning selected Kdump is enabled
9 NETWORK & HOST NAME SECURITY POLICY
6 Wired (enpOs3) connected No profile selected

Quit Begin Installation

L4 Please complete items marked with this icon before continuing to the next step.

16. Select aningtallation profile.

+  If youdo not need agraphical desktop environment, select Base Environment _, Minimal Install.
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SOFTWARE SELECTION

Dene

Base Environment

Mi L Install

Basic functionalit

Compute Node
Installation for performing computation and processing.
Infrastructure Server

Server for operating network infrastructure services

File and Print Server

File, print, and storage server for enterprises.

Basic Web Server

Server for serving static and dynamic internet content.
Virtualization Host

Minimal virtualization hest.

Server with GUI

Server for operating network infrastructure services, with a GUI
GNOME Desktop

GNOME is a highly intuitive and user friendly desktop environment.
KDE Plasma Workspaces

The KDE Plasma Workspaces, a highly-configurable graphical user
interface which includes a panel, desktop, system icons and desktop
widgets, and many powerful KDE applications.

Development and Creative Workstation

Figure A.13. CentOSinstallation with minimal software

CENTOS LINUX 7 INSTALLATION

Add-Ons for Selected Environment

Debugging Tools
Tools for debugging mishehaving applications and diagnosing performance
problems.

Compatibility Libraries

Compatibility libraries for applications built on previous versions of
CentOS Linux

Development Tools

A basic development environment

Security Tools

Security teols for integrity and trust verification

Smart Card Support

Support for using smart card authentication

Workstation for software, hardware, graphics, or content development

If you need a graphical desktop environment, select Base Environment _, GNOME Desktop
and Add-Ons for Selected Environment . GNOME Applications (recommended), or Base
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Environment _ KDE Plasma Workspaces and Add-Ons for Selected Environment _ KDE

Applications.

Figure A.14. CentOSinstallation with graphical desktop

SOFTWARE SELECTION

Dene

Base Environment

) Minimal Install
Basic functionality.
Compute Node
Installation for performing computation and processing.
Infrastructure Server
Server for operating network infrastructure services
) File and Print Server
File, print, and storage server for enterprises.
Basic Web Server
Server for serving static and dynamic internet content.
) Virtualization Host
Minimal virtualization hest.
Server with GUI
Server for operating network infrastructure services, with a GUI

LINUX 7 It

Add-Ons for Selected Environment

Backup Client
Client tools for connecting to a backup server and daing backups

GNOME Applicati

set of commonly used GNOME Ap

Internet Applications

Email, chat, and video conferencing software
Legacy X Window System Compatibility

Compatibility programs for migration from or working with legacy X
Window System environments

Office Suite and Productivity

A full-purpose office suite, and other productivity tools

Smart Card Support

Support for using smart card authentication

Compatibility Libraries

© GNOME Desktop Compatibility libraries for applications built on previous versions of
GNOME is a highly intuitive and user friendly desktop environment. CentOS Linux

KDE Plasma Workspaces Development Tools
The KDE Plasma Workspaces, a highly-configurable graphical user A basic development environment,

interface which includes a panel, desktop, system icons and desktop Se curity Tools

widgets, and many powerful KDE applications.
Development and Creative Workstation

Workstation for software, hardware, graphics, or content development

Then click Done in the top left corner.

17. Click on Instalation Destination.

Security tools for integrity and trust verification
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18.

Figure A.15. CentOSinstallation destination

INSTALLATION SUMMARY CENTOS LINUX 7 INSTALLATION

(== e ) OCALIZATION

DATE & TIME KEYBOARD
Americas/New York timezone English (US)
LANGUAGE SUPPORT
English (United States)

) O

SOFTWARE

INSTALLATION SOURCE SOFTWARE SELECTION
http://mirror.centos.org/centos/7/0s/x86_64/ Minimal Install

INSTALLATION DESTINATION KDUMP

by Kdump is enabled
NETWORK & HOST NAME SECURITY POLICY
Wired (enp0s3) connected No profile selected

Quit Begin Installation

{14 Please complete items marked with this icon before continuing te the next step.

The Installation Destination screen is the starting point for setting up disk partitions and storage.
For a straightforward installation of a simple system onto a single disk:

» Select the single disk in the Local Standard Disks section. The selected disk gets a check mark.
* Inthe Partitioning section, select Automatically configure partitioning.

« Click the Done button in the top-left corner.

If you are installing a more complex system, refer to the documented procedure for how to use this
screen to customize partitioning, add network storage devices like iSCSI targets, encrypt, and more.
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Figure A.16. CentOSinstallation disk partitioning and selection

CENTOS LINUX 7 INSTALLATION

Device Selection
Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.

INSTALLATION DESTINATION

Local Standard Disks

8192 MiB

ATA VBOX HARDDISK
sda / 8192 MiB fre‘fj

Specialized & Network Disks

]
Add a disk...

Other Storage Options

Partitioning

*) Automatically configure partitioning | will configure partitioning.

| would like to make additional space available.

Encryption

Encrypt my data. )

0 disks selected; O B capacity; O B free Refresh

23 No disks selected; please select at least one disk to install to.

19. If desired, click on Date & Time, Keyboard, Language Support, Kdump or Security Policy, to review
and change settings as needed.

20. Click on Begin Instalation in the bottom right corner to begin the installation process.

21. While packages are downloading and installing, click on Root Password.
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Figure A.17. CentOSinstallation root password

CONFIGURATION CENTOS LINUX 7 INSTALLATION

Eus Help!

USER SETTINGS

ROOT PASSWORD @  usercreaTiON
™~ ‘ No user will be created

© Installing bash (16/303)

CentOS Core SIG

Produces the CentQS Linux Distribution.

wiki.centos.org/SpecialInterestGroup

i\ Please complete items marked with this icon before continuing to the next step.

22. Enter and re-enter aroot (administrator) password for the infrastructure server, then click Done in
the top left corner.
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Figure A.18. CentOSinstallation root password screen

ROOT PASSWORD CENTOS LINUX 7 INSTALLATION

The root account is used for administering the system. Enter a password for the root user.

Root Password: dessRRIsERRINRRINE S

Strong

Confirm sssssnssssnssssnny

23. Tocreate afirst user account right now (recommended), click on User Creation.

Figure A.19. CentOSinstallation user creation

CONFIGURATION CENTOS LINUX 7 INSTALLATION

USER SETTINGS

@ ROOT PASSWORD USER CREATION
Root password is set No user will be created e

Complete!

CentOS Linux is now successfully installed, but some configuration still needs to be done
Finish it and then click the Finish configuration button please

Finish configuration
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24. Enter the user's full name and login name, then enter and re-enter a password.

25.

26.

27.

Check the Make this user administrator box to add thisuser to thewheel user group, whichin CentOS
has the effect of granting privileges via sudo.

Note

The policies and procedures at your ingtitution for managing users, granting
administrator privileges, administering systems, etc. may vary. The remainder of this
document assumes that users with administrator privileges cannot log in asroot directly
or only do so infrequently, and use sudo to issue commands as root instead.

Finaly, click on Donein the top left corner.

Figure A.20. CentOSinstallation user creation screen

CREATE USER CENTOS LINUX 7 INSTALLATION

Full name Fake User

Tip: Keep your user name shorter than 32 characters and do not use spaces

' Make this user administrator

Password | ®eesessssssesssese

Strong

Confirm password | esssssssssssssssss

Advanced.

Wait for the installation process to finish. The progress bar will eventually say Complete! Click on
Finish Configuration.

Wait for the last installation steps to complete. The label below the progress bar will eventually say
CentOS Linux is now successfully installed and ready for you to use. Click on Reboot to reboot the
server.

Before anything else, bring your freshly installed server completely up to date with the latest software
and security patches.

In aterminal as the user with administrator privileges created above, enter the command sudo yum
updat e. You will be prompted for your user password to authenticate with sudo, and sincethisisthe
first time this user uses sudo, the system will display a security warning.
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Figure A.21. Initial CentOS update (1)

ent0S Linux 7 (Core)
Kernel 3.18.8-514.e17.x86_64 on an x86_64

int: Num Lock on

localhost login: fakeuser
Fassword:
[fakeuser@localhost 15 sudo yum update

e trust you have received the uswal lecture from the local System
Administrator. It usually boils down to these three things:

#1) Respect the privacy of others.
#2) Think before you type.
#3) With great power comes great responsibility.

[sudo] password for fakeuser: _

Accept the change set by entering Y and hitting Enter.

Figure A.22. Initial CentOS update (2)

:1.8.1e-6H.217_3.1 updates
1.8.1e-68.e17_3.1 updates

openssl =x86_6b4 1
openssl-libs x86_64 1
policycoreutils xB86_64 Z.5-11.el7_3 updates
polkit =x86_6b4 A.112-11.e17_3 updates
python-firewall noarch A.4.3.2-8.1.el7_3.2 updates
puthon-perf xB86_64 3.18.8-514.18.2 . el? updates
selinux-policy noarch 3.13.1-182.el17_3.15 updates
selinux-policy-targeted noarch 3.13.1-182.e17_3.15 updates
sudo x86_b6b4 .8.6p7-£1.el17_3 updates
systemd =x86_6b4 Z19-38.el17_3.7 updates
systemd-libs x86_64 Z19-38.el17_3.7 updates
systemd-sysv xB86_64 Z19-38.el7_3.7 updates
tuned noarch Z.7.1-3.e17_3.1 updates
tzdata noarch ZB16j-1.el1? updates
vim-minimal x86_b6b4 Z:7.4.168-1.e17_3.1 updates
wpa_supplicant x86_64 1:2.8-21.e17_3 updates
xfsprogs x86_64 4.5.8-9.el1?7_3 updates

T I I IoR T

Install 1 Package
pgrade 57 Packages

otal download =size: 98 M
Is this ok [yrsd/N1: y_

Because you are performing updates for the first time, you may be asked to confirm whether to
download and install the CentOS software signing key. Accept by entering Y and hitting Enter.
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Figure A.23. Initial CentOS update (3)

: policycoreutils-2.5-11.el?_3.x86_64.rpm

i python-perf-3.18.8-514.18.2.el7.xB6_64.rpm
 selinux-policy-3.13.1-182.el17_3.15.noarch.rpm
: NetworkManager-libnm-1.4.8-17.e17_3.x86_64.rpm
i sudo-1.8.6p7-21.el17_3.x86_64.rpm

: kernel-3.18.8-514.18.2.el17.x86_64.rpm

¢ systemd-libs-219-30.e17_3.7.x86_64.rpm

i systemd-sysv-£19-38.el7?_3.7.xB6_64.rpm

: tuned-2.7.1-3.el7_3.1.noarch.rpm

: tzdata-2816j-1.el?.noarch.rpm

P wim-minimal-7.4.168-1.el17_3.1.x86_64.rpm
 wpa_supplicant-2.8-21.el17_3.xB6_64.rpm

¢ systemd-219-38.e17_3.7.x86_64.rpm

i xfsprogs-4.5.8-9.el7_3.xB86_64.rpm

: selinux-policy-targeted-3.13.1-182.e17_3.15.noar

Importing GPG key BxF4ABBEBRS:

Userid i "CentD3-7 Key (CentD3 7 Official Signing Key) <securityPcentos.org
N

Fingerprint: 6341 ab2? 5347 8a78 a¥c2 7bbl Z24cH aBa? f4aB BebS
Package : centos-release-7-3.1611.el17.centos.xB6_64 (Panaconda)
From . setecspkis/rpm-gpy/RPM-GPG-KEY-Cent0S-7

I= this ok [yrsH1: y_

When complete, reboot the server again using the sudo reboot command (or using your graphical
desktop environment's |ogout/reboot function).

B. CentOS 7 Storage Array Configuration

Section last updated: 2018-09-09

We present the following procedure to implement the designs of Section 3.3 for CentOS 7. (For other
operating systems, refer to the usage manual for disk partitioning instructions.)

Unless otherwise specified, the machine used as an example has two 256GB solid-state disks as the first
and second disks (labeled sda and sdb), and twelve 2TB disks (Iabeled sdc through sdn), intended for a

2-disk dedicated system array and two 6-disk RAID6 storage arrays respectively; and further assume the
machine has 4GB of memory, meaning we intend to devote 8GB to the swap partition.

ProcedureB.1. Storage array configuration (Procedure A.1 Step 18)
1. Inthisstep, you will designate all the disks in the machines for manual partitioning:

a. In the Installation Destination screen (Procedure A.1 Step 18), you should see the machine's
diskslisted. See Figure B.1.
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b.

Figure B.1. Installation Destination screen

INSTALLATION DESTINATION

Dene

LINUX 7 INS

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's “Begin Installation” button.
Local Standard Disks

256 GiB 256 GiB 2048 GIB 2048 GiB 2048 GiB
ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDL
sda / 256 GIB free sdb / 256 GiB free sdc / 2048 GIB free sdd / 2048 GiB free sde / 2048 GiB 1
k
Specialized & Networlk Disks
=
Add a disk...

Other Storage Options
Partitioning
®) Automatically configure partitioning. | will configure partitioning,
| would like to make additional space available

Encryption

Encrypt my data. You'll set a

0 disks selected; OB capacity; OB free Refresh

L4 Mo disks selected; please select at least one disk to install to.

Select the machine's disks one by one until all have a check mark. See Figure B.2.

FigureB.2. Selecting all the disks

INSTALLATION DESTINATION

Done

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.
Local Standard Disks

2048 GiB 2048 GiB 20438 GiB 2048 GiB 2048 GiB
-¢ -¢ -e -¢ oC

VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK

1 2048 GIB free sdk / 2048 GiB free sdl / 2048 GiB free sdm / 2048 GIB free sdn / 204&@5 free

Disks left unselected here will not be touched.
Specialized & Network Disks

=]
Add a disk...

Disks left unselected here will not be touched.
Other Storage Options

Partitioning
=) Automatically configure partitioning | will configure partitioning
| would like to make additional space available

Encryption
Encrypt my data. You'll set ¢

Full disk summary and boot loader...

14 disks selected; 24.5 TiB capacity; 24.5 TiB free Refresh.
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c. Under Other Storage Options, in the Partitioning category, select | will configure partitioning.
See Figure B.3.

Figure B.3. Selecting manual partitioning

INSTALLATION DESTINATION CENTOS LINUX 7 INSTALLATION

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's “Begin Installation” button.
Local Standard Disks

2048 GIB 2048 GiB 2048 GiB 2048 GiB 2048 GiB

VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK ATA VBOX HARDDISK
1 2048 GiB free sdk / 2048 GiB free sdl / 2048 GiB free sdm / 2048 GiB free sdn / 2048 GiB free

Disks left unselected here will not be touched.

Specialized & Network Disks

=
Add a disk...

Disks left unselected here will not be touched.
Other Storage Options
Partitioning
Automatically configure partitioning. .k | will configure partitioning
| would like to make additional space available

Encryption
Encrypt my data. |

Full disk summary and boot loader. 14 disks selected; 24.5 TiB capacity; 24.5 TiB free Refresh.

d. Click onthe Done button in the top-left corner of the Installation Destination screen.

After clicking on the Done button in the top-left corner of the Installation Destination screen, you
will be taken to the Manual Partitioning screen. See Figure B.4.
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Figure B.4. Manual partitioning screen

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION

~ New CentOS Linux 7 Installation
You haven't created any mount points for your
CentOS Linux 7 installation yet. You can:

o Click here to create them automatically.

+ Create new mount points by clicking the '+'
button.

New mount points will use the following

partitioning scheme

LVM -
When you create mount points for your CentOS Linux 7 installation, you'll be able to view their details
here
+ | - |
AVAILABLE SPACE TOTAL SPACE
245TiB 245TiB
14 storage devices selected Reset All

In the left pane, select Standard partition. See Figure B.5.

Figure B.5. Manual partitioning screen with standard partitions

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION

~ New CentOS Linux 7 Installation
You haven't created any mount peints for your
CentOS Linux 7 installation yet. You can

o Click here to create them automatically.

» Create new mount points by clicking the "+'
button.

New mount points will use the following
partitioning scheme

Standard Partition =

When you create mount points for your CentQS Linux 7 installation, you'll be able to view their details

here

+ - | ¢

AVAILABLE sPAcE [l TOTAL SPACE
245 TiB 245TiB

14 storage devices selected Reset All
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3.

In this step, you will create a partition. The first partition you will create is the boot partition. (This
step will then be repeated for other partitions.)

a. At thebottom of the left pane, click the + sign to create a new partition.
b. Inthe Mount Point text field, type the mount point. For the boot partition, the valueis/ boot .

c. Leavethe Desired Capacity field blank. The result so far is shown in Figure B.6.

Figure B.6. Creating the boot partition

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

o o -

Desired Capacity: | |

| Cancel || Add mount point |

d. Click the Add mount point button.

In this step, you will set the device type and file system type of the newly created partition, and its
size. (Again here, the first partition you will configure is the boot partition, then this step will be
repeated for other partitions.)

a Inthe Desired Capacity field, enter the partition size. In the case of the boot partition, the value
is512 M B.

: I mportant
Note the "i" in "MiB". Under some definitions, one megabyte is 1,024 kilobytes,
and under others, 1,000 kilobytes. CentOS uses the notation with an extra "i",
which makes it explicit that the non-decimal definition of 1,024 is meant. In this
step and all similar steps, use "MiB" for megabyte, "GiB" for gigabyte, and "TiB"
for terabyte -- not the traditional but ambiguous"MB", "GB" and "TB".

b. IntheDevice Type drop down box, select the correct devicetype for the partition, which is often
Standard Partition or RAID, or the specia type Swap for the swap partition. In the case of the
boot partition, the device type is Standard Partition.
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c. (Optional) If the device typeis RAID, anew drop down box labeled RAID Level will appear
so that you can further select the RAID scheme for a RAID partition. (This does not apply to

the boot partition.)

d. Inthe File System drop down box, select the desired file system type for the partition, which
is often xfs, or the special types EFl System Partition for the EFl system partition, or swap for
the swap partition. In the case of the boot partition, the correct value is xfs. The result so far is

illustrated in Figure B.7.

Figure B.7. Modifying the boot partition devices

MANUAL PARTITIONING

Done

~ New CentOS Linux 7 Installation

+ |- c

AVAILABLE SPACE TOTAL SPACE
2425Tie 245 TiB
14 storage devices selected

CENTOS LINUX 7 INSTALLATION

Help!

sdal

Mount Paint: Device(s):

/boot

(il e ATA VBOX HARDDISK (sda) and 13 others

‘ 512 mig]

Modify

Device Type:

Standard Partition ¥ Encrypt

File System:

xfs ¥ | [ Reformat

Label: Name

Update Settings

Note: The settings you make on this screen will
not be applied until you click on the main menu's

‘Begin Installation’ button.

Reset All

e. Inthetop-right Device(s) category, click the Modify... button.

In this step, you will select the disks the partition applies to. (The first partition you will do this for

isthe boot partition, then later this step will be repeated for other partitions.)

a.  After you click the Modify... button, the Configure Mount Point dialog to select the partition's

deviceswill pop up. By default, every disk with remaining free spaceis selected. See Figure B.8.
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Figure B.8. Partition device selection dialog

CONFIGURE MOUNT POINT

Select one or more disks this device may reside on.

Description Name Capacity Free
ATA VBOX HARDDISK (VBd12980ca-0c36f1c3) 255.5 GB
ATA VBOX HARDDISK (VBS4aSdcle-d0f76379) 256 GB

ATA VBOX HARDDISK (VB45c1al3a-6725e974) s 2048 GE 2048 GB
ATA VBOX HARDDISK (VB312d5abf-04e88c9b) s 2048 GE 2048 GB
ATA VBOX HARDDISK (VBbeS4864f-36062b%¢) s 2048 GB 2048 GB

b. Select only the disks corresponding to the partition. In the case of the boot partition, thisis only
the first disk in the machine, sda. See Figure B.9.
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Figure B.9. Selecting the boot partition devices

CONFIGURE MOUNT POINT

Select one or more disks this device may reside on.

Description Name Capacity Free
ATA VBOX HARDDISK (VB28bfaaBf-6fadb9a2) sda 255.5 GB
ATA VBOX HARDDISK (VBlclc9de8-00bfc66a) sdb 256 G 256 GiB

ATA VBOX HARDDISK (VBf33081e5-33d2abfb) sdc 2048 GIB 2048 GiB
ATA VBOX HARDDISK (VBcBabb2c1-79812¢25) sdd 2048 GIB 2048 GiB
ATA VBOX HARDDISK (VB15cf66ef-c2ddebbd) sde 2048 GIB 2048 GB

‘ Cancel ‘ Select
—

c. Click the Select button to close the Configure Mount Point dial og.

d. Inthe bottom-right corner, click the Update Settings button and alow the system to finalize the
characteristics of the partition. The result for the boot partition is shown in Figure B.10.
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Figure B.10. Finalized boot partition

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION

~ New CentOS Linux 7 Installation sdal

Mount Point: Device (s):
_ /boot

i i R g ATA VBOX HARDDISK (sda)
512 Mig

Modify

Device Type:
Standard Partition ¥ Encrypt
File System:

xfs ¥ | [ Reformat

Label: Name

sdal

Update Settings
S

Note: The settings you make on this screen will
+ - <] not be applied until you click on the main menu's
‘Begin Installation’ button.

TOTAL SPACE

245TB

Reset All

Repeat Step 3, Step 4 and Step 5 for the EFI system partition:
* In Step 3, enter / boot / ef i in the Mount Point text field.

* InStep 4, enter the desired partition size (inthisexample512 M B), select Standard Partitionin the
Device Type drop down box, and select EFI System Partition in the File System drop down box.

* In Step 5, select only the first disk (in this example sda).

Theresult of configuring the EFI system partition isillustrated in Figure B.11.

37



LOCKSS Node Setup Guide

Figure B.11. Configuring the EFI system partition

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION
~ New CentOS Linux 7 Installation sda2
Mount Point: Device(s):
/boot 512 MiB
sdal /boot/efi
e ATAVBOX HARDDISK {sda}
512 MiB
Madify
Device Type:
Standard Partition Encrypt
File System:
EFI System Partition ¥ | [+ Reformat
Label: Name:
da.
Update Settings
Note: The settings you make on this screen will
+ = ¢ not be applied until you click on the main menu's

‘Begin Installation’ buttan.

AvaILABLE sPAcE [l TOTAL SPACE
245 TiB 245TiB

14 storage devices selected

Reset All

Repeat Step 3, Step 4 and Step 5 for the swap partition:

* In Step 3, enter swap in the Mount Point text field.

* In Step 4, enter the desired swap capacity (recommended: twice as much asthereismemory, which
in our example means 8 G B), select Standard Partition in the Device Type drop down box, and
select swap in the File System drop down box.

* In Step 5, select only the first disk (in this example sda).

The result of configuring the swap partitionisillustrated in Figure B.12.
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Figure B.12. Configuring the swap partition

MANUAL PARTITIONING

CENTOS LINUX 7 INSTALLATION

~ New CentOS Linux 7 Installation sda3
Mount Point; Device(s):
/boot 512 MiB
sdal
/boot/fefi " . o
e 512 MiB Desired Capacity: ATA VBOX HARDDISK (sda]
8192 MiB
Madify
Device Type:
Standard Partition Encrypt
File System:
swap ¥ | [ Reformat
Label: Name:
da
"w*l— Settings
Note: The settings you make on this screen will
+ = ¢ not be applied until you click on the main menu's

‘Begin Installation’ buttan.

AvaILABLE sPAcE [l TOTAL SPACE
2449 TiB 245TiB

14 storage devices selected

Reset All

8. Repeat Step 3, Step 4 and Step 5 for the root partition, according to one of these three alternatives:
e If youareusing adedicated system array or a shared system array:
e In Step 3, enter / in the Mount Point text field.
* In Step 4, enter the special keyword max into the Desired Capacity field, select RAID in the
Device Typedrop down box, select RAID1 (Redundancy) in the RAID Level drop down box,
and select xfsin the File System drop down box.

e In Step 5, select the two disks in the system array (in our example the first two disks in the
machine, sda and sdb).

The result of this aternativeis shown in Figure B.13.
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Figure B.13. Configuring theroot partition (dedicated system array)

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION
~ New CentOS Linux 7 Installation root
Mount Point: Device(s):
/boot 512 MiB
sdal
boot/efi i 5 ity
's’daj L 512 MiB (el e ATA VEOX HARDDISK (sda) and 1 other
_ o
. Modif
swap 8192 MiB ¥
sda2
Device Type: RAID Level:
F-AE M En=mpE RAID1 (Redundancy) v
File System:
xfs ¥ | [/ Reformat
Label: Name:
root
Update Settings
I
3
Note: The settings you make on this screen will
+ - <] not be applied until you click on the main menu's
‘Begin Installation’ button.
AVAILABLE SPACE [l TOTAL SPACE
24.01 TiB 245 TiB

14 storage devices selected Reset All

If you are using a dedicated system disk:
e In Step 3, enter / in the Mount Point text field.

* In Step 4, enter the specia keyword max into the Desired Capacity field, select Standard
Partition in the Device Type drop down box, and select xfsin the File System drop down box.

* In Step 5, select the first disk in the machine, sda.

The result of this aternativeis shown in Figure B.14.
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Figure B.14. Configuring theroot partition (dedicated system disk)

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION
~ New CentOS Linux 7 Installation sda5
Mount Point: Device(s):
/boot 512 MiB
sdal
.:Z):;Otfeﬁ 512 MiB Desisdicapacicys ATA VBOX HARDDISK (sda)
_ 247 GiB
Modif
a 8192 MiB i
sda2
Device Type:
Standard Partition Encrypt
File System:
xfs ¥ | [/ Reformat
Label: Name

Upd w-EHim

Note: The settings you make on this screen will

+ = o not be applied until you click on the main menu's

‘Begin Installation’ button.
AVAILABLE SPACE TOTAL SPACE
2425 TiB 245TB
storage devices selecte

Reset All

If you are using a shared system array:
e In Step 3, enter / in the Mount Point text field.

* In Step 4, enter the intended usable size of the root partition into the Desired Capacity field,
select RAID in the Device Type drop down box, select RAID1 (Redundancy) in the RAID
Level drop down box, and select xfsin the File System drop down box. (In Figure B.15, the
usable size of 20 G B is used as an example. In RAID1, it means that 20GB are used on
each of the disks in the array, with the root partition appearing to the user as having 20GB
of usable space.)

e InStep 5, select al the disksin the shared system array, that is, all the disksin thefirst storage
array. (In al the examples thus far, we were using a hypothetical machine with two small
disks for a dedicated system array and twelve large disks for two 6-disk storage arrays. In
Figure B.15, the depiction is of a machine with only twelve large disks named sda through

41



LOCKSS Node Setup Guide

sdl for two 6-disk arrays. The disks selected in this case would then be the first six, sda
through sdf .)

The result of this alternative is shown in Figure B.15.

Figure B.15. Configuring theroot partition (shared system array)

MANUAL PARTITIONING CENTOS LINUX 7 INSTALLATION

~ New CentOS Linux 7 Installation root
Mount Point: Device(s):
/boot 512 MiB
sdal
boot/efi " . o
':dﬂ . 512 MiB Desired Capacity: ATA VBOX HARDDISK (sda) and 5 others
_ 20 GiB
' Modif
swap 8192 MiB i
sdaz
DeylceNTy ped RAID Level:
Hel v En=mpE RAIDT (Redundancy) -
File System:
xfs ¥ | [/ Reformat
Label: Name:

root

UpdatjpSetting

Note: The settings you make on this screen will

+ = o not be applied until you click on the main menu's

AVAILABLE SPACE [l TOTAL SPACE
23.87 TiB 24 TiB
storage devices selecte

‘Begin Installation’ button.

Reset All

The next step is to configure the storage arrays. Repeat Step 3, Step 4 and Step 5 for each storage
array:

* In Step 3, enter the mount point for the storage array in the Mount Point text field: / cache0 for
the first storage array, / cachel for the second, / cache2 for the third, etc.

* In Step 4, enter the specia keyword nax into the Desired Capacity field, select RAID inthe Device
Type drop down box, select RAID6 (Redundant Error Checking) in the RAID Level drop down
box, and select xfsin the File System drop down box.

* In Step 5, select only the first disk (in this example sda).
Figure B.16 showstheresult of creating storage arrays on our hypothetical machine. Thefirst storage

array (mount point/ cache0) spansthesix diskssdc through sdh, and the second storage array (mount
point / cachel) spansthe six diskssdi through sdn.
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Figure B.16. Configuring the storage arrays

MANUAL PARTITIONING CENTOS LINUX 7 INSTA
~ New CentOS Linux 7 Installation cachel
/cacheO 8191.49 GiB Mount Point: Device(s):
cache0

Jecachel

> . .
_ Desired Copacity: ATA VBOX HARDDISK (sdi] and 5 others

8191.49 GIB

/boot 512 MiB -
sdal Modify
/boot/efi 512 MiB
sda3
Device Type: RAID Level:
/ 246.87 GiB
root W Enerypt RAID6 (Redundant Error Checking) ¥
swap 8192 MiB | File System:
sda2
xfs ¥ | [/ Reformat
Label: Name:
cachel
Update .'Euim-
Note: The settings you make on this screen will
+ - | nat be applied until you click on the main menu’s
‘Begin Installation’ buttan.
AVAILABLE SPACE TOTAL SPACE
9229.57 MiB |l 24.5 TiB
14 storage devices selected Reset All

10. Inthetop-left corner of the Manual Partitioning screen, click the Done button.

11. A Summary of Changes dialog appears (see Figure B.17), allowing you to review the low-level disk
partitioning and formatting operations that will take place once the CentOS installation proceeds.
Click on the Accept Changes button to return to the main CentOS installation screen.
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Figure B.17. Confirming disk partitioning and for matting actions

SUMMARY OF CHANGES

Your customizations will result in the following changes taking effect after you return to the main menu and begin installation:

Order Action Type Device Name | Mount point
Destroy Format Unknown sdn
Destroy Format Unknown sdm
Destroy Format Unknown sdl
Destroy Format Unknown sdkc
Destroy Format Unknown sdj
Destroy Format Unknown sdi
Destroy Format Unknown sdh
Destroy Format Unknown sdg
Destroy Format Unknown sdf
Destroy Format Unknown sde

Destroy Format Unknown sdd

Cancel & Return to Custom Partitioning H Accept Lhanges




